When AppMon met Stager
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Abstract—Monitoring applications provide an important ser- administrators in better understanding the trafficoduced”
vice in network related activities, such as network monitoring, and“consumed” by their networks.

network management and network software engineering. They The usefulness of these kind of network monitoring ap-

facilitate the need of understanding exactly what occurs inside . . . . - .

our networks and how each netwogrk inter;/cts with the rest of pllcgtlor?s '_S t‘_NOfOId' Their ability t9 prgsgnt th? rga‘ne

the Internet. From private and local networks, to large-scale traffic distribution of a network, assists in identificatiand
corporate networks and intranets, there is an ever-growing neg@ response on network problems and unusual events. Also, the
to characterize and analyze network traffic. Unfortunately, né-  data produced by these applications can be stored and used
work monitoring applications have the side effect of generating in presenting long-term statistics of the network usagés Th

huge amounts of real-time data, that need to be processed, stat s f . thi d t O K ai t th
and presented, in an effective fashion. If this is done correctly papers focus Is on this second aspect. Our work aims at the

and efficiently, network administrators, researchers, as well as Collection, storage and presentation of the results preduc

users, can extract useful information from them, such as, tréffic by a traffic classification application, where unfortungatel

patterns, newly deployed network protocols etc. ~ new problem emerged. Due to the tremendous speed increase
In this paper we present our experiences on the combination j, compyter networks, as well as increase in network users,

of two tools, AppMon and Staget and the study of the resulting faced tod ith h ts of network itori
system.AppMon is a network monitoring toolkit which performs we are taced today wi uge amounts or network monitoring

per-application traffic classification Stageris a tool which stores, data to process. Capturing, storing, and analyzing, suge la
aggregates and presents long-term network statistics, coming amounts of data in order to extract useful information is
from multiple monitoring sides._We modified, combined, and ex- proving to be quite a Cha”enging task. This paper presents
tended these tools so that real-time data produced bppMon are our approach of capturing, storing, handling and presgntin
transferred, converted and stored through Stager The resulting . ’
system gives access tmluable aggregated long-termetwork data network d‘?‘ta'_ Capturlpg is performed BppMon ‘f" novel net-
which were not available through existing tools and methods. ~ Work monitoring toolkit we have been developing at FORTH
over the last couple of years. A more detailed description
. INTRODUCTION will be presented in Section Ill-A. Storing and handlinge ar
Computer networks have gotten so fast and so complex oparformed by a tool developed at Uninett, callthger(see
the years, that we now face a daunting task whenever netw@ction IlI-B for more details). We developed a new system

administrators and researchers try to analyze and unddrstthat combines and extendgpMonandStager and allows for

network traffic. a plethora of information extraction from both real-timedan
In the past it was easy to categorize network traffic, sing®st mortem network data traffic.
all network-centric applications used static, well-knoports, Network administrators and researchers now have the

such as port 80 for HTTP and port 21 for FTP (port 2Qnique ability of‘traveling back in time”and examining exact
for FTP-data transfers). These static ports are still ubatl, screenshots of their network traffic at any date and time they
the new generation of network applications such as peer-tnay choose.
peer (P2P) programs and voice-over-IP (VOIP), no longer

use static and predefined network ports [1], [2]. All the file

sharing and Internet telephony programs (as well as wormsOn the front of network traffic classification, several meth-
and trojans) dynamically allocate ports every time they awels have been proposed over the years. The oldest and proba-
installed and/or executed. This dynamic allocation of pbeas bly most outdated method is the classification by port number
stalled nearly all network monitoring applications, sintbe which AppMononly uses as a backup identification method
majority of them, use a list of ports and protocols to asgecia- when everything else fails — for standard web services
traffic with a specific application. To address this limitati and for well-known services were the payload is encrypted.
new monitoring applications use more sophisticated methodaragianniset al, presented a new way of characterizing

of traffic categorization, such as deep packet inspectiah amaffic using statistics and graphlets called Blinc [3]. ¥he
packet flow states. These tools have proven themselves vstipulate that each class of network traffic (web, P2t)
useful and have greatly assisted both researchers andmetwias different identifiable characteristics which can beduse
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classify it. AppMonis different from Blinc, since it uses deep On the left pane of the Web interface, a graph visualizes
packet inspection (in a manner similar to [2], [4]) insteadd both incoming and outgoing traffic distribution of the mon-
flow-state analysis, in order to classify the captured ndtwoitored network. The time period presented on the graph is
traffic. user selectable. The right pane of the Web interfappMon

On the part of monitoring data representation, we found odisplays information about the hosts that produce and eoasu
that most tools for presenting network data were applicatiothe traffic during the selected time period. Specificallg, tibp
specific. That is, they were created with a very specific datho IP addresses and protocol combinations that are respensi
set in mind,e.g. NetFlow [5]. Stageris different due to its for the incoming and outgoing traffic.
“modular"‘ nature Stagerconsists of a core that hand[es all theB. Stager Description
computations, web-frontend and database communicatios. T ) ) .
application-specific work is done through a set of modulgs. B Stager [7] is a system for aggregating and presenting
using different modules, data visualization of differentffic- network statistics. It is a generic tool that can be cu§tqmlz
capturing tools, can be done through the same applicatiéd, Present and process any kind of network statistics. It
The code bridge that we constructed for our system, is GPNSISts of two basic partsi) The back-end that collects
essence the development of thepMonspecific module for data from different momltorlng applications, formays thand
Stageralong with the architecture and methods of connectirﬁOres them as reports in a database. It automatically ésind|

multiple-remoteAppMonnetwork sensors to a centratager '€ adgregation of hourly statistics into days, weeks, and
server. months.(i7) The front-end that connects to the database and

handles the presentation of the stored data. It is resperfsib
lI. AppMONAND StagerOVERVIEW cre_ating the appropriatg tables, !'n.atrices an(_j on—the-fi;spl
. _ _ which it then embeds in an efficient and simple point and
Before we go into the details of our new integrated systemlick interface. The reports are fully customizable andirthe
we will give a brief overview of theAppMontoolkit and the definitions are stored in the database. PostgreSQL is used as

Stagertool, and how they operate. the underlying DMBS.
o Stager names each distant monitoring application in a
A. AppMon Description monitoring location as afiobservation point” For example,

The AppMontoolkit [6] passively monitors traffic passing@ traffic classification application and an RRT measurement
through a monitored link and analyzes active network flowdpplication are considered two different observation {soin
Flows are identified by a 5-tuple: source and destination |PUSers of Stagerhave access to the data of different ob-
addresses, source and destination port numbers, and dransgervation points through a Web Interface. Through the main
layer protocol. Once identified they are categorized adngrd interface, shown at Figure 2, the user can select both the
to the application that generated them. observation point and time period she wishes. The dataezteat

Traffic categorization is performed using information fronpy the monitoring applications and stored IBtager can
both the packet header and the paylofpMonuses different D€ presented either using a table format, or using a graph
classification methods for different application protacstich interface.Stageis interface also gives the user the ability to
as deep packet inspection for P2P networks and control-p8f€ long-term network data aggregated by the back-end. By
monitoring for well known protocols. clicking on the appropriate buttons of the user interfabe, t

AppMonstores the data mined from the previous steps HF€r can instantly change the granularity of data shown from
a round-robin database which is updated every 10 secomdélutes to hours, days, months and even years.
(configurable parameter) with new data. To present thedraffi SINCe Stageris a generic tool, it consists of different

classificationAppMon, uses a web interface (see Figure 1).Mmodules, each one written to suit the needs of a particular
application. Until nowStagerincluded back-end modules to

collect and aggregate data for NetFlow, MPing, and SNMP.
Our work extendsStagerto accept data collected B®ppMon

To accomplish this, we built a new module responsible for
handling the specific data format, and create the ability of
: _ observing multiple monitoring points with just a glimpséan
2 = = an easy to use and understand Web Interface.

Boulkation Teatfc Breabdown

IV. IMPLEMENTATION

In this section we present our design choices and describe
R e how we build our new system by integrating and extending
— AppMonand Stager

Top Bandwidth
Consuming Users

Fig. 1. AppMonWeb Interface. Traffic classification of the entire netwask i A. Problem Description

visualized in the left pane of the interface, while the righane displays the : ; g
“heaviest,” in terms of network use, IP-application pairs. . AppMonis a S_'mp'?- yet powerfulltool, Capable, _Of present
ing a very precise view of the traffic on a specific network.
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Fig. 3. TheAppMonover-Stagerlayered Architecture

Fig. 2. StagerWeb Interface. The interface gives the ability to the user to . . . .
see the data from one (or multiple) observation point for actet! period of WithoutAppMonever knowing the difference. There is no need

time. to back up files, recompil&ppMon save settingsetc.
We logically divided the needed tasks in three distinct
operations:

It has the ability to provide instant information to network 1) Extract and Format.

administratorsg.g. that, currently, HTTP traffic accumulates 2) Transfer and Store.

at 3Mbps and is responsible for 23% of the overall network 3) Input into Stager

traffic. Based on the above list, we created three different sub-
The problem is that while RRD keeps full informatiormodules each one performing one of the listed tasks.

about the current and previous day, it starts auto-aggrepat

data that were older than two days in an attempt to sa@e

disk space and make data processing more manageable. Ad/e will not present the implementation details involving th

time progresses, we lose the hour/minute/second precisisstruction of each sub-module.

that is generated bAppMon To provide a good overview 1) Extract and Format:The first module is responsible for

of a network’s traffic over time, wenustpreserve information the extraction and formatting okppMondata. As described

at a very small granularity. With the existing system it waBefore, AppMon uses an RRD Database to store all of its

impossible to extract any valuable information from pagtathered network traffic; so this sub-module has to extract

months since RRD aggregated the past data and then deléf@dappropriate data from there and format them in a more
them. "Stager-friendly” format. The actual implementation ofeth

To overcome the above problems and difficulties we decid@éPrmentioned extraction and formatting is done by a shell
to integrateAppMonreported results int&tager and build an Script using the RRD tool and standard Unix utilities.

Sub-module Implementation

AppMonspecific back-end to handle these results. 2) Transfer and StoreThe second sub-module is responsi-
ble for the transfer of the data extracted fréqppMon There
B. Approach are two possible scenarios on how this occurs. In the first one

. the AppMonSensor and th8tagerServer are installed on the

Both AppMonaqd SFagerare made available as standalongﬁme host. If this is the case, then the transferring of tee fil
open-source appllcatlons_. But even tho_ugh we could easy just a local copy of the temporary file (containing appmon
alter_thelr _code-base d_unng the integration, one of (_)ummaaata) to theStagerdirectory. In the second scenario (Fig. 4)
considerations was to integrate the two application in a w e AppMonSensor and theStagerServer are installed on
that they could still be used as standalone and work indep?fi‘ﬁerent hosts, maybe even located in different netwoTkss
denFIy of each other. . . scenario is more likely since most network administratord a

Since both tools store and retrieve their necessary data fr?esearchers monitor more than one subnets. Each network has

files, extraction of data from these files and t'he.creatioremf N anAppMonSensor installed that reports back it's results. Since
ones would produce the wanted results (sticking to the unix

hil h th h d of modifvi h tis not wise to transfer sensitive network-related infation
20'?522039(’9 without the need of modifying the programsy, o, the |nternet, we chose to encrypt the results file before
u .

sending it over the wire.
3) Input into Stager: The last module has to supply the
network-records directly into theéStager tool, which will
Figure 3 presents the architecture resulting from the im turn insert them in the PostgreSQL database. We have
tegration of the two tools. It is based onpseudo-layered implemented this module using PHP, in order to be compatible
concept. As with all layered concepts and architectures eavith the rest ofStageis scripts. OurAppMonspecific module
layer has no knowledge of what goes on, on the layers bel@wreated in a way th&tagercan automatically use it without
or above it. With this approach, no unnecessary modificatioany user intervention. For each registered observationt,poi
are made tdAppMonand we also get an additional advantageStagercalls our AppMonmodule providing the name of the
at any point in timeStagercan be un-installed and reinstalleccurrent observation point. Our module uses this infornmatio

C. Layered Architecture
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. . Fig. 5. Actual report for a remotéppMon sensor, showing the traffic
Fig. 4. Step 2. A number of remotéppMonSensors sending network- gistribution for various network protocols.

monitoring data securely (encrypted files) to a cen8tldgerServer where
our last sub-module will insert them in8tageis database.

In our study, we chos@ppMonas our network monitoring

toolkit and Stageras our data storage and aggregation tool.

o I_ocate _the file containing the data .fc.)r the specific'obse(s—ur aim was to combine the two tools, thus creating a system
vation point amongst the ones containing data for d'ﬁere\r/'vthich would efficiently and securely monitor and transfetagia

observation points. Finallystagertakes control of our data )
: from remoteAppMonsensors, to a centr&@tagerserver. This
and automatically aggregates and presents them as necessar , . .. .
combination gave us access to data that were not available

V. EXPERIMENTAL EVALUATION to us, through the oldAppMon interface. AppMoris small .
granularity was not restricted any more by RRDs aggressive
A. Deployment aggregation and we had the ability to request even 4-month

In our experiments we included 4 different sensors in @d, 5-minute screenshots of our monitored netwotkageis
different networks. In all 4 networks, it is now possible t@utomatic aggregation gave us a new, more detailed view of
examine spikes in traffic, througBtager that we were not our monitored networks. We can now request a network traffic
able to do previously. Also throug8tageis aggregation, we Screenshot of our networks ay point in time .9, 13:150n
can now see the trends in network applications (for exaniple #e 3rd of the month, 5 months ago), aggregated long period
networks were running Bittorrent clients) and how thesedse Views, and everything in between.
change over time (the percen_tage of_ bandwidth allocated to ACKNOWLEDGMENTS
Bittorrent grows steadily over time while other protocolels

as FTP or Gnutella either remained the same, or declined)]tu This work was supported by the IST project LOBSTER
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